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Abstract
In this paper, a homotopy perturbation method (HPM) is extended and applied for solving system of nonlinear equations of $n$-dimensional with $n$-variables. Also, numerical examples are used to show the performance of the presented method, on a series of examples published in the literature, and to compare with other literature methods.
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Introduction
Homotopy perturbation methods HPM play a very important role in solving several mathematical problems such as linear and nonlinear system equations, differential equation and integral equations (He, 2000-2006; Soltanian, 2010; Dehghan, 2008-2011). The basic idea of HPM is to simplify the difficult equation systems by converting them into either linear or nonlinear system equations so that they can be solved. In the recent years, HPM attracts the attention of the authors, because solutions of this method offer a high degree of accuracy and convergence (El-Shahed, 2005; Ghasemi, 2006; Javidi, 2007; Abbasbandy, 2003).

H. He (He; 2005) suggested an iterative method for solving the nonlinear equations by rewriting the given nonlinear equation as a system of coupled equations. This technique has been used by Chun (Chun, 2005) and Noor et. al. (Noor et. al, 2006-2007) to suggest some higher order convergent iterative methods for solving nonlinear equations. In 2007, A. Golbabai et. al. (Golbabai et. al, 2007) applied HPM for solving system of nonlinear equations
in two dimensions by expanding the variables into Taylor series. In this research we extend this method to solve system of nonlinear equations of $n$-dimension with $n$-variables. For validating our proposed method, we compare its result with the Newton's Raphson method (Abbasbandy, 2003).

**Extended homotopy perturbation method**

Suppose we have a system of nonlinear equations of the following form

$$F(X) = \begin{cases} f_1(x_1,x_2,\ldots,x_n) = 0 \\ f_2(x_1,x_2,\ldots,x_n) = 0 \\ \vdots \\ f_n(x_1,x_2,\ldots,x_n) = 0 \end{cases}, \quad X = (x_1,x_2,\ldots,x_n) \in \mathbb{R}^n$$

(1)

where $f_i: \mathbb{R}^n \rightarrow \mathbb{R}$ and $F: \mathbb{R}^n \rightarrow \mathbb{R}$, and the functions $f_i$ is differentiable up to any desired order (Burden, 2001). To illustrate the basic ideas of homotopy perturbation method, we construct a homotopy $\mathbb{R}^n \times [0,1] \rightarrow \mathbb{R}$ which satisfies

$$H(\overline{X},p) = pF(\overline{X}) + (1-p)[F(\overline{X})-F(X_0)] = 0, \quad \overline{X} \in \mathbb{R}^n, \quad p \in [0,1],$$

(2)

where $p$ is embedding parameter, $X_0 = (x_1^{(0)},x_2^{(0)},\ldots,x_n^{(0)})$ is an initial approximation of Eq. (1).

It is obvious that

$$H(\overline{X},0) = F(\overline{X}) - F(X_0) = 0, \quad H(\overline{X},1) = F(\overline{X}) = 0.$$  

(4)

The embedding parameter $p$ monotonically increases from zero to unit as a trivial problem $H(\overline{X},0) = F(\overline{X}) - F(X_0) = 0$ is continuously deformed to original problem $H(\overline{X},1) = F(\overline{X}) = 0$. The (HPM) uses the homotopy parameter $p$ as an expanding parameter to obtain:
The approximate solution of Eq. (1), therefore, can be readily obtained:

\[
\begin{align*}
\bar{x}_1 &= x_1^{(0)} + px_1^{(1)} + p^2 x_1^{(2)} + ..., \\
\bar{x}_2 &= x_2^{(0)} + px_2^{(1)} + p^2 x_2^{(2)} + ..., \\
&\vdots \\
\bar{x}_n &= x_n^{(0)} + px_n^{(1)} + p^2 x_n^{(2)} + ...
\end{align*}
\]

The approximate solution of Eq. (1), therefore, can be readily obtained:

\[
X = \lim_{p \to 1} \bar{X} = \begin{align*}
\lim_{p \to 1} \bar{x}_1 &= x_1^{(0)} + x_1^{(1)} + x_1^{(2)} + ..., \\
\lim_{p \to 1} \bar{x}_2 &= x_2^{(0)} + x_2^{(1)} + x_2^{(2)} + ..., \\
&\vdots \\
\lim_{p \to 1} \bar{x}_n &= x_n^{(0)} + x_n^{(1)} + x_n^{(2)} + ...
\end{align*}
\]

The convergence of the series in (6) has been studied and discussed in (He,1999).

For the application of (HPM) to Eq. (1) we can rewrite (3) by expanding \( f_i(\bar{X}) \) into a Taylor series around \( X_0 \) as follows:

\[
f_k(X_0) + \frac{1}{1!} \left[ \sum_{i=1}^{n} (\bar{x}_i - x_i^{(0)}) f_{k,ij}(X_0) \right] + \frac{1}{2!} \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} (\bar{x}_i - x_i^{(0)})(\bar{x}_j - x_j^{(0)}) f_{k,ij}(X_0) \right] + ... \]

\[
-f_k(X_0) + pf_k(X_0) = 0 \\
k = 1, 2, ..., n
\]

where \( f_{1,i} = \frac{\partial f_1}{\partial x_1} \), and \( f_{1,ij} = \frac{\partial^2 f_1}{\partial x_i \partial x_j} \). Substitution of (5) into (7) yields

\[
f_k(X_0) + \frac{1}{1!} \left[ \sum_{i=1}^{n} \left( \sum_{m=0}^{\infty} p^m x_i^{(m)} - x_i^{(0)} \right) f_{k,ij}(X_0) \right] + \\
\frac{1}{2!} \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} \left( \sum_{m=0}^{\infty} p^m x_i^{(m)} - x_i^{(0)} \right) \left( \sum_{m=0}^{\infty} p^m x_j^{(m)} - x_j^{(0)} \right) f_{k,ij}(X_0) \right] + ...
\]

\[
-f_k(X_0) + pf_k(X_0) = 0, \quad k = 1, 2, ..., n
\]

By equating the terms with identical powers of \( p \), we have
\begin{align*}
p^{(0)}: & \begin{cases} f_1(X_0) - f_1(X_0) = 0 \\ f_2(X_0) - f_2(X_0) = 0 \\ \vdots \\ f_n(X_0) - f_n(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(1)} f_{1,i}(X_0) + f_1(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(1)} f_{2,i}(X_0) + f_2(X_0) = 0 \\ \vdots \\ \sum_{i=1}^{n} x_i^{(1)} f_{n,i}(X_0) + f_n(X_0) = 0 \end{cases} \\
p^{(1)}: & \begin{cases} f_1(X_0) - f_1(X_0) = 0 \\ f_2(X_0) - f_2(X_0) = 0 \\ \vdots \\ f_n(X_0) - f_n(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(2)} f_{1,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{1,ij}(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(2)} f_{2,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{2,ij}(X_0) = 0 \\ \vdots \\ \sum_{i=1}^{n} x_i^{(2)} f_{n,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{n,ij}(X_0) = 0 \end{cases} \\
p^{(2)}: & \begin{cases} f_1(X_0) - f_1(X_0) = 0 \\ f_2(X_0) - f_2(X_0) = 0 \\ \vdots \\ f_n(X_0) - f_n(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(3)} f_{1,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{1,ij}(X_0) = 0 \\ \sum_{i=1}^{n} x_i^{(3)} f_{2,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{2,ij}(X_0) = 0 \\ \vdots \\ \sum_{i=1}^{n} x_i^{(3)} f_{n,i}(X_0) + \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{n,ij}(X_0) = 0 \end{cases} \\
\end{align*}

From Eq. (9–11), the sequences $x_i^{(k)}$ can be obtained in the following form

\begin{align*}
\begin{bmatrix} x_1^{(1)} \\ \vdots \\ x_n^{(1)} \end{bmatrix} &= \begin{bmatrix} f_{1,1}(X_0) & \cdots & f_{1,n}(X_0) \\ \vdots & \ddots & \vdots \\ f_{n,1}(X_0) & \cdots & f_{n,n}(X_0) \end{bmatrix}^{-1} \begin{bmatrix} f_1(X_0) \\ \vdots \\ f_n(X_0) \end{bmatrix} \\
\begin{bmatrix} x_1^{(2)} \\ \vdots \\ x_n^{(2)} \end{bmatrix} &= \begin{bmatrix} f_{1,1}(X_0) & \cdots & f_{1,n}(X_0) \\ \vdots & \ddots & \vdots \\ f_{n,1}(X_0) & \cdots & f_{n,n}(X_0) \end{bmatrix}^{-1} \begin{bmatrix} \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{1,ij}(X_0) \\ \vdots \\ \frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{n,ij}(X_0) \end{bmatrix}
\end{align*}

Substituting all the above terms into (6), we can obtain the zero of Eq. (1) as follows:
\[
X = \begin{bmatrix}
X_1^{(0)} \\
\vdots \\
X_n^{(0)}
\end{bmatrix} - \begin{bmatrix}
f_{1,1}(X_0) & \cdots & f_{1,n}(X_0) \\
\vdots & \ddots & \vdots \\
f_{n,1}(X_0) & \cdots & f_{n,n}(X_0)
\end{bmatrix}^{-1} \begin{bmatrix}
f_1(X_0) \\
\vdots \\
f_n(X_0)
\end{bmatrix} - \begin{bmatrix}
f_{1,1}(X_0) & \cdots & f_{1,n}(X_0) \\
\vdots & \ddots & \vdots \\
f_{n,1}(X_0) & \cdots & f_{n,n}(X_0)
\end{bmatrix}^{-1} \begin{bmatrix}
\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{1,ij}(X_0) \\
\vdots \\
\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} x_i^{(1)} x_j^{(1)} f_{n,ij}(X_0)
\end{bmatrix} + \cdots
\]

This formula allows us to suggest the following iterative methods for solving nonlinear system equations. (1).

**Algorithms**

In this section, we presented two algorithms for solving system of nonlinear equations:

**Algorithm 1.**

For a given \( Z^{(k)} = [z_1^{(k)}, z_2^{(k)}, \ldots, z_n^{(k)}]^T \) calculate the approximation solution \( Z^{(k+1)} = [z_1^{(k+1)}, z_2^{(k+1)}, \ldots, z_n^{(k+1)}]^T \) for \( k = 1, 2, \ldots \) by the iterative scheme

\[
\begin{bmatrix}
z_1^{(k+1)} \\
\vdots \\
z_n^{(k+1)}
\end{bmatrix} = \begin{bmatrix}
z_1^{(k)} \\
\vdots \\
z_n^{(k)}
\end{bmatrix} - \begin{bmatrix}
f_{1,1}(Z^{(k)}) & \cdots & f_{1,n}(Z^{(k)}) \\
\vdots & \ddots & \vdots \\
f_{n,1}(Z^{(k)}) & \cdots & f_{n,n}(Z^{(k)})
\end{bmatrix}^{-1} \begin{bmatrix}
f_1(Z^{(k)}) \\
\vdots \\
f_n(Z^{(k)})
\end{bmatrix},
\]

which is the Newton–Raphson method for \( n \) dimension and we will denote it by (NM).

**Algorithm 2.**

For a given \( Z^{(k)} = [z_1^{(k)}, z_2^{(k)}, \ldots, z_n^{(k)}]^T \) calculate the approximation solution \( Z^{(k+1)} = [z_1^{(k+1)}, z_2^{(k+1)}, \ldots, z_n^{(k+1)}]^T \) for \( k = 0, 1, 2, \ldots \) by the iterative scheme

\[
\begin{bmatrix}
L_1^{(k)} \\
\vdots \\
L_n^{(k)}
\end{bmatrix} = -\begin{bmatrix}
f_{1,1}(Z^{(k)}) & \cdots & f_{1,n}(Z^{(k)}) \\
\vdots & \ddots & \vdots \\
f_{n,1}(Z^{(k)}) & \cdots & f_{n,n}(Z^{(k)})
\end{bmatrix}^{-1} \begin{bmatrix}
f_1(Z^{(k)}) \\
\vdots \\
f_n(Z^{(k)})
\end{bmatrix}
\]

(15)
\[
\begin{bmatrix}
{z_1}^{(k+1)} \\
\vdots \\
{z_n}^{(k+1)}
\end{bmatrix} =
\begin{bmatrix}
{z_1}^{(k)} \\
\vdots \\
{z_n}^{(k)}
\end{bmatrix} +
\begin{bmatrix}
L_1^{(k)} \\
\vdots \\
L_n^{(k)}
\end{bmatrix} -
\begin{bmatrix}
f_{1,1}(Z^{(k)}) & \cdots & f_{1,n}(Z^{(k)}) \\
\vdots & \ddots & \vdots \\
f_{n,1}(Z^{(k)}) & \cdots & f_{n,n}(Z^{(k)})
\end{bmatrix}^{-1}
\left(
\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} L_i^{(1)} L_j^{(1)} f_{1,i,j}(Z^{(k)}) \\
\vdots \\
\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n} L_i^{(1)} L_j^{(1)} f_{n,i,j}(Z^{(k)})
\right)
\]

and we will denote it by (HPM). We also remark that if \(f_{k,i,j} = 0, \forall k, i, j = 1,2,\ldots,n\), then Algorithm 2 reduces to the Newton Method, that is, Algorithm 1.

**Applications**

We present some examples to illustrate the efficiency of our proposed method. We apply the algorithm 2. and compare the results with the standard Newton–Raphson method NM. We use the following stopping criteria for computer programs, \( |x_{n+1} - x_n| < \varepsilon \) or \( |f'(x_n)| < \varepsilon \), and \( \varepsilon = 10^{-15} \). Here, the algorithm is performed by Maple 15 with 20 significant digits, but only 15 digits are displayed.

In Tables 1-7 we list the results obtained by extended homotopy perturbation method HPM and compare it with the Newton–Raphson method (NM) using several values of the initial guess approximation \(x_0\). As we see from these Tables, it is clear that the result obtained by the present method is very superior to that obtained by the other method.

**Small systems of nonlinear equations.**

**Example 1.**

In a case of one dimension, consider the following nonlinear functions (Noor et.al, 2010),

\[ f_1(x) = xe^{-x^2} - \sin^2 x + 3 \cos x + 5, \quad \text{with} \quad x_0 = -1 \quad \text{and} \quad f_2(x) = e^{x^2 + 7x - 30} - 1 \]

with \(x_0 = 3.5\)

**Example 2.**

In a case two dimensions, consider the following systems of nonlinear functions (Golbabai et.al, 2007)

\[
F_3(X) = \begin{cases} 
  f_1(x, y) = x^2 - 10x + y^2 + 8 = 0, \\
  f_2(x, y) = xy^2 + x - 10y + 8 = 0 
\end{cases}, \quad (x_0, y_0) = (0.8, 0.8).
\]

\[
F_4(X) = \begin{cases} 
  f_1(x, y) = x^4y - xy + 2x - y - 1 = 0, \\
  f_2(x, y) = ye^{-x} + x - y - e^{-1} = 0 
\end{cases}, \quad (x_0, y_0) = (0.8, 0.8).
\]

**Table 1.** Numerical results for Example 2 \((F_i)\)
Example 3.

In a case three dimensions, consider the following systems of nonlinear functions (Hosseini et.al,2010; Faid,2006; Vahididi et.al,2012).

\[
F_5(X) = \begin{cases} 
  f_1(x,y,z) = 15x + y^2 - 4z - 13 = 0 \\
  f_2(x,y,z) = x^2 + 10y - e^{-z} - 11 = 0, \\
  f_3(x,y,z) = y^3 - 25z + 22 = 0 
\end{cases} 
\]

\[
F_6(X) = \begin{cases} 
  f_1(x,y,z) = 3x - \cos(yz) - 0.5 = 0 \\
  f_2(x,y,z) = x^2 - 81(y + 0.1)^2 + \sin z + 1.06 = 0, \\
  f_3(x,y,z) = e^{-xy} + 20z + \frac{10\pi - 3}{3} = 0 
\end{cases} 
\]
Table 5. Numerical results for Examples 1-3

<table>
<thead>
<tr>
<th>$F(X)$</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$F_3$</th>
<th>$F_4$</th>
<th>$F_5$</th>
<th>$F_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon = 10^{-15}$</td>
<td>Number of iterations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NM</td>
<td>8</td>
<td>12</td>
<td>5</td>
<td>8</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>HPM</td>
<td>5</td>
<td>8</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>

Large systems of nonlinear equations

In this subsection, we test HPM with some sparse systems and with $n$ unknown variables. In examples 4 to 6, we compare the NR method with the proposed method HPM focusing on iteration numbers. In the previous studies, they used $\|F(x^{(n)})\|_2 < 10^{-13}$ as stop criterion.

Example 4.
Consider the following system of nonlinear equations [31]:

$$F_7 : f_i = e^{x_i} - 1, \quad i = 1, 2, ..., n.$$  

The exact solution of this system is $x^* = [0, 0, ..., 0]^T$. To solve this system, we set $X = [0.5, 0.5, ..., 0.5]^T$ as an initial value. Table 6 has shown this result.

Example 5.
Consider the following system of nonlinear equations (Hafiz and Bahgat, 2012)

$$F_8 : f_i = x_i^2 - \cos(x_i - 1), \quad i = 1, 2, ..., n.$$  

One of the exact solutions of this system is $x^* = [1, 1, ..., 1]^T$. To solve this system, we set $x_0 = [2, 2, ..., 2]^T$ as an initial value. The results are presented in Table 6.

Example 6.
Consider the following system of nonlinear equations (Hafiz and Bahgat, 2012):

$$F_9 : f_i = \cos(x_i) - 1, \quad i = 1, 2, ..., n.$$  

One of the exact solutions of this system is $x^* = [0, 0, ..., 0]^T$. To solve this system, we set $x_0 = [2, 2, ..., 2]^T$ as an initial guess. The results are presented in Table 6.

Table 6. Numerical results for Examples 4, 5 and 6.

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>$F_7$</th>
<th>$F_8$</th>
<th>$F_9$</th>
<th>$F_7$</th>
<th>$F_8$</th>
<th>$F_9$</th>
<th>$F_7$</th>
<th>$F_8$</th>
<th>$F_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon = 10^{-13}$</td>
<td>$n=50$</td>
<td>$n=75$</td>
<td>$n=100$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NR</td>
<td>5</td>
<td>7</td>
<td>21</td>
<td>5</td>
<td>7</td>
<td>21</td>
<td>5</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td>HPM</td>
<td>4</td>
<td>5</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>15</td>
<td>4</td>
<td>5</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 7. Numerical results for Examples 1-6 for several values of the initial guess

<table>
<thead>
<tr>
<th>$f_1'$</th>
<th>$x_0$</th>
<th>$x_0$</th>
<th>$x_0$</th>
<th>$x_0$</th>
<th>$x_0$</th>
<th>$x_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon = 10^{-13}$</td>
<td>$n=50$</td>
<td>$n=75$</td>
<td>$n=100$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NM</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>8</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>HPM</td>
<td>7</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$f_2$</td>
<td>$x_0$</td>
<td>3.1</td>
<td>3.2</td>
<td>3.3</td>
<td>3.4</td>
<td>3.5</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>NM</td>
<td>6</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>12</td>
<td>13</td>
</tr>
<tr>
<td>HPM</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>$F_3$</td>
<td>$X_0$</td>
<td>(-1.5,-1)</td>
<td>(0.0)</td>
<td>(.5,.5)</td>
<td>(8.8)</td>
<td>(1.5,0)</td>
</tr>
<tr>
<td>NM</td>
<td>7</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>HPM</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$X_0$</td>
<td>(6.4)</td>
<td>(.5,.5)</td>
<td>(.5,.7)</td>
<td>(9.9)</td>
<td>(12.1,2)</td>
</tr>
<tr>
<td>NM</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>9</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>HPM</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$F_5$</td>
<td>$X_0$</td>
<td>(3,4,4)</td>
<td>(5,4,2)</td>
<td>(6,4,3)</td>
<td>(6,3,1)</td>
<td>(7,2,1)</td>
</tr>
<tr>
<td>NM</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>8</td>
<td>Divergent</td>
<td>21</td>
</tr>
<tr>
<td>HPM</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$F_6$</td>
<td>$X_0$</td>
<td>(4,4,2)</td>
<td>(5,5,2)</td>
<td>(6,4,1)</td>
<td>(5,2,0)</td>
<td>(5,1,0)</td>
</tr>
<tr>
<td>NM</td>
<td>11</td>
<td>15</td>
<td>11</td>
<td>10</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>HPM</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>$F_7$,</td>
<td>$X_0$</td>
<td>(-1,1,...,1)</td>
<td>(3,3,...,3)</td>
<td>(5,5,...,5)</td>
<td>(1,1,...,1)</td>
<td>(1.5,1.5,...,1.5)</td>
</tr>
<tr>
<td>$n=50$</td>
<td>NM</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>HPM</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>$F_8$,</td>
<td>$X_0$</td>
<td>(0,0,...,0)</td>
<td>(2,2,...,2)</td>
<td>(5,5,...,5)</td>
<td>(1.1,1.1,...,1.1)</td>
<td>(1.5,1.5,...,1.5)</td>
</tr>
<tr>
<td>$n=50$</td>
<td>NM</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>HPM</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$F_9$,</td>
<td>$X_0$</td>
<td>(-1,1,...,1)</td>
<td>(2,2,...,2)</td>
<td>(5,5,...,5)</td>
<td>(1,1,...,1)</td>
<td>(1.5,1.5,...,1.5)</td>
</tr>
<tr>
<td>$n=50$</td>
<td>NM</td>
<td>18</td>
<td>19</td>
<td>21</td>
<td>21</td>
<td>22</td>
</tr>
<tr>
<td>HPM</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

**Conclusions**

The Homotopy perturbation method was extended and applied to the numerical solution for solving system of nonlinear equations. The numerical examples show that our method is very effective and efficient. Moreover, our proposed method provides highly accurate results in a less number of iterations as compared with the Newton–Raphson method, when the initial value $x_0$ is well chosen. It is an open problem to determine the most appropriate choice of the initial guess.

**Recommendation** In future works I will prove the extended homotopy method.
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