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Abstract

Higher Education, particularly Polytechnic education which sits at the apex of Technical and Vocational Education and Training (TVET) has undergone a great deal of transformation over the last several years. Polytechnic education was incorporated into the educational system with the primary objective of providing employable skills needed to propel growth in the various sectors of the economy. Therefore, Technical and vocational education and training (TVET) plays a significant role for the socio-economic development of any country to meet the challenges of skilled labour in the global market and the ever widening digital divide coupled with the development of a knowledge-based economy. Competency Based Training (CBT) which entails the practical aspect of technical and vocational training relates theoretical knowledge to actual practice. For more than a decade, this has been part of the curricula of polytechnic education in Ghana as an alternative method of delivery to equip students with hands-on experience and competencies required in the job market (Salifu et al, 2010). CBT provides an improved form of delivery centered on the integration of acquired knowledge, professional and practical skills and attitude, coupled with a market-driven focus on the student (Afeti et al, 2003). Having churned out graduates through the CBT approach, it is imperative to assess the readiness of these graduates for the job market. It is against this background that the study was conducted to do a ‘Need Analysis’ of these graduates. A total of 55 graduates in two polytechnics were used for the study. The study sought to examine the relative influence of factors influencing career choices of these graduates having been trained through the competency based mode of Teaching and delivery. Factor analysis of ratings of importance of a
number of job creation characteristics were used. These results were used to build scales of importance and preference, which were then tested with other variables in a predictive model in which the dependent variable was the decision to be self-employed or to be engaged for employment by third parties upon completion of their respective programmes. The following were found to influence decisions; work-related concerns, gender, age, financial support, family background and internship placements. The results also showed that most of the graduates exhibited that sense of inadequacy towards becoming entrepreneurs or starting their own businesses.
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**Introduction**

Education is a phase of the social process which is fostered by society for the purpose of fitting its members for life in a group. Education is thus concerned with the enhancement and transmission of culture. It seeks to enhance by furthering the process through all of its social agencies, but particularly through the school (Skinner, 1945). Education has become a very significant system for human development in any society. Higher Education, particularly Polytechnics sit at the apex of the Technical and Vocational Education and Training (TVET) spectrum as institutions of higher learning. Thus, the rationale of polytechnic education was essentially, to produce the critical core of middle-level manpower for the country with special emphasis on the acquisition of hands-on practical and entrepreneurial skills to train career-focused technical workforce required to meet the needs of the labour market. In addition, Polytechnic education in Ghana seeks to provide alternative opportunities for a segment of the youth population who aspire to develop careers by hands-on learning at the tertiary level (Afeti 2003; Agodzo, 2005). In view of the fact that, monumental changes propelling globalization had all been achieved largely as a result of remarkable developments in skilled human capital in the areas of science and technology, Polytechnics are engaged in a sustained and continuous process of optimizing the quality of their products so as to enhance their readiness for the job market. Consequently, the response to these sustained efforts, prompted an urgent need to improve the curricula, teaching methods and infrastructure to increase the relevance of skills training in Ghana, particularly the need to reform the curricula and its delivery brought about the introduction of the Competency Based Training (CBT) as an alternative method of delivery for the polytechnics within a dynamic and progressive learning environment. Additionally, there was the perception of weak linkage between polytechnics and industry that lead to inadequate patterns of
industrial attachment placement and internship training. CBT was introduced to improve the quality and relevance of Technical and Vocational Education and Training by equipping graduates with the required workplace and professional skills and promote a stronger working relationship with industry (COTVET 2006, NFP-NPT, Newsletter 2005).

The major reason for CBT reforms stems from the importance both governments and industry attach to the development of competences required in the labour market in order to significantly reduce the graduate unemployment rate, increase productivity and to achieve international competitiveness (Arguelles and Gonczi 2000). This is because empirically, CBT has proven to be the one major teaching and learning approach in TVET institutions with the capacity to reduce the gap between training and the labour market and achieve significant employability. Polytechnic education also emphasizes on the acquisition of certain important life skills in addition to academic knowledge. These are the key skills of communication and presentation as well as problem-solving skills. Evidently, these are intended to develop the students' confidence and critical faculties which are essential if they are to be effective contributors in society. Students are also afforded the opportunity to develop original and creative thinking and to behave as responsible young adults. At the turn of the century, the Malaysian Ministry responsible for Education aggressively embarked on a mission to develop students with soft skills programmes in order to produce high quality human capital, knowledgeable, competitive, with creative and innovative skills in line with industry requirements and social needs of the country (Siti Nor Habibah et al., 2012). This initiative is successfully being executed using CBT models in recognition of the added hurdles that disadvantaged youth face in the labour market.

This study is therefore significant in the sense that having churned out graduates through the CBT programme, it is only imperative that an academic assessment of their readiness for the job market is done. It is against this background that this need assessment study was undertaken. This study employed primary data in a unique context and categorically targeted students who have had the privilege of having gone through the CBT programme in two polytechnics, namely; Accra and Koforidua Polytechnics, now Accra and Koforidua Technical Universities respectively. Specifically, graduates who had studied the Plant engineering, Fashion Design and Textiles and Automobile Engineering programmes were used as respondents with the primary objective of assessing their readiness for the job market.

The remainder of the paper is organized as follows: The ensuing section briefly presents an overview of competency-based training and TVET and other relevant literature pertaining to the study. The next section
essentially deals with the discussion of the methodology employed in the conduct of the research. Results are subsequently presented and discussed in section four. The article ends with drawn conclusions

**Competency-Based Training and TVET**

Technical and Vocational Education and Training (TVET) plays a significant role for the socio-economic development of any country to meet the challenges of skilled labour in the global market (Ansari & Wu, 2013). Competency Based Training (CBT) as a method of delivery, thus signifies the practical aspect of technical and vocational training and relates theoretical knowledge to actual practice. It offers students the opportunity to gain hands-on experience and competencies on the job market. CBT as a technique uses an outcome based learning process which places the learner at the centre of the teaching and learning process in contrast to the traditional paradigm where the teacher is the centre of all activities. In many important ways, competency-based programmes have the potential to redistribute the power relationships between teachers and those taught (Betts and Smith, 1998). A major feature of the CBT programme is that, it ensures that learners acquire standardized knowledge and skills which are defined at each stage of the process and learners can only progress when they are able to satisfactorily demonstrate competence in knowledge and practical skills to an approved benchmark. These certifications, like others built to meet specific industry demand, are based solely on the learner’s ability to demonstrate that, specific competencies have been attained, regardless of where or even how they were mastered (Voorhees, 2001). Thus, competency-based models ultimately rely on finitely measurable and quantifiable assessments. Accordingly, CBT programmes provide an improved form of delivery centered on the integration of acquired knowledge, professional and practical skills and attitude, coupled with a market-driven focus on the student (Afeti et al, 2003). In his narrative, Voorhees (2001) eulogized the concept of competency based teaching and learning as follows: “the pathways to learning no longer lead automatically to traditional institutions of higher education. Instead they lead most directly to learning opportunities in which competencies are defined explicitly and delivery options are multiple. This new paradigm ultimately redefines the roles of faculty, institutions, and accreditors.” Voorhees (2001) also maintains that, the bridge between the traditional paradigm, which depends on traditional credit hour measures of student achievement and the learning revolution can be found in competency-based approaches.

Clearly, there are several advantages for students in competency-based training programmes. Because learning can be described and ultimately measured in techniques that are appreciated by both the teacher
and the learner. The flexibility of competencies affords learners the opportunity to return to one or more competencies that have not been mastered in a learning process rather than facing the unwelcome prospect of repeating one or more traditional courses. Competencies also provide students with a clear map and the navigational tools needed to move expeditiously toward their goals (Voorhees, 2001). Additionally, the increasing globalization of the work force and job markets impose much more competitive skills and competencies on our graduates (Shakir, 2009).

According to Keeley (2007), soft skills play an integral role in advancing economic growth, especially in developing countries. These skills are largely grounded in communication ability, negotiation skills, flexibility and the capacity to adjust to new situations and negotiate challenging proposals. Schulz (2008), also emphasized that soft skills are imperative to any educational programme which aims to foster competencies which lead to the provision of a balanced life-style for its students, both during and after school. Ultimately, these skills constitute the basic requisites for effective social interaction and overall performance success. In an extensive research conducted, Kauffeld et, al. (2003) propose that hard and soft skills together constitute the unifying dimension of professional competence which allows an individual to achieve a goal-oriented and situational directedness with regard to working tasks. The findings of their study suggested that, the best indicator for the assurance of predictably higher success outcomes will depend on the level of harmonic integration of hard and soft skills.

Competency-Based Training and Employability

Employability results from several factors; a foundation of core skills, access to education, availability of training opportunities, motivation, ability and support to take advantage of opportunities for continuous learning, and recognition of acquired skills (Brewer, 2013). In a study conducted by Bar-Yam et al (2002), it was largely reported that, there has been a growing awareness of the necessity to change and improve the training and preparation of students for productive functioning in the continually changing and highly demanding environment in response to the rapidly changing and increasing complexity of today’s digital world which present new challenges and put new demands on our education system.

Arguably, employability must be judged from the perspective of whether the training processes effectively equip students for lifetime learning and develop the self to be able to solve problems in life and employment (Knight and Yorke 2003, Van den Heijden 2005). Evidently, the training processes entailed in CBT equip students with competencies needed in their future professions and be able adapt to subsequent developments in their work (Wesselink and Wals 2011).
According to Reid and Fitzgerald (2011), employability is principally about the state of being capable and able, and learning how to learn to be able to meet future challenges in a work environment. In his narrative Bagshaw (1997) offers a more dynamic view of employability which is not linked to possession of skills and competencies to survive in a work situation but requires flexibility and adaptability to be able to seek alternative employment in a changing world (as cited in Boahin et al. 2014). In his construct, Yorke (2007) perceives employability as being multi-faceted and characterized by an individual’s ability to gain employment and be successful in their respective occupations and subsequent lifelong careers. This assertion is further linked with the job mastery and its relationship with the qualities of the study programme, on job training and ultimately the environment (Aamodt and Havnes 2008). Brewer (2013) was in agreement with these accounts when she outlined the components of employability to include the ability to continue to learn and adapt; read, write and compute competently; listen and communicate effectively; think creatively; solve problems independently; manage oneself at work; interact with co-workers; work in teams or groups; handle basic technology, lead effectively as well as follow supervision in addition to the essential vocational skills and technical competencies.

In her paper, Brewer (2013) further affirmed that employability goes beyond securing that first job. It is having the capacity to network and market oneself, navigate through a career and ultimately remain employable throughout life. This often requires the ability to probe, acquire new skills, identify and evaluate options, understand rights at work including the right to a safe and healthy work environment, adapt successfully to changing situations and the courage to innovate. Increasingly, the employability of job seeking graduates is significantly enhanced by improvement in transferable skills and competency-based training delivered through programmes that require work-place learning, including quality industrial attachment placements and internship training.

**Methodology**

The study sought to conduct a detailed factor analysis of competency based trained graduates of Polytechnics and Technical Universities in Ghana. A Five-point Likert scale questionnaire designed and developed for the research were administered randomly to fifty-five respondents drawn from the population of interest for the study; that is, the pool of graduates who had passed through the CBT training programme. Fifteen of these students had majored in Plant Engineering, twenty had studied Fashion Design and Textiles as a combined major whilst the remaining twenty had majored in Automobile Engineering. Multivariate techniques of factor analysis and
discriminant analysis were used in the study. Factor analysis technique is perhaps the most widely used multivariate technique, due mainly to its inherent robustness and the fact that it yields a considerable amount of information from a set of variables when properly employed. Particularly, exploring data for patterns, confirming hypotheses and reducing several variables to a more adaptable number. Relationships among sets of many interrelated variables are examined and represented in terms of a few underlying factors. Factor analysis is an interdependence technique in which an entire set of interdependent relationship is examined. Statistically, factor analysis is somewhat similar to multiple regression analysis, since each variable is expressed as a linear combination of underlying factors. The extent of variance a variable shares with all other variables included in the analysis is referred to as communality.

The communality of a variable \((X_j)\) is the proportion of the variance of \((X_j)\) explained by the \(m\) common factors \(comm\) \((X_j) = \sum_{i=1}^{m} \lambda_{ij}^2\).

The variation among the variables is described in terms of a small number of common factors in addition to a unique factor for each variable. However, these factors are not overtly observed.

For an \(m\) factor orthogonal and \(n\) observed standardized variables, the factor model is represented as follows:

\[
X_1 = \lambda_{11}F_1 + \lambda_{12}F_2 + \lambda_{13}F_3 + \lambda_{14}F_4 + \ldots + \lambda_{1m}F_m \\
X_2 = \lambda_{21}F_1 + \lambda_{22}F_2 + \lambda_{23}F_3 + \lambda_{24}F_4 + \ldots + \lambda_{2m}F_m \\
X_3 = \lambda_{31}F_1 + \lambda_{32}F_2 + \lambda_{33}F_3 + \lambda_{34}F_4 + \ldots + \lambda_{3m}F_m \\
\vdots \\
X_n = \lambda_{n1}F_1 + \lambda_{n2}F_2 + \lambda_{n3}F_3 + \lambda_{n4}F_4 + \ldots + \lambda_{nm}F_m
\]

with the following assumptions: \(corr(F_s, X_j) = \lambda_{js}\) and \(corr(F_s, F_r) = 0 \quad \forall \ s \neq r\)

The procedure for conducting Factor Analysis is summarized in the following steps:

- **Formulating the Problem:** Problem formulation includes several tasks. First and foremost, the objectives of factor analysis is identified. The variables to be included in the factor analysis is also specified based on past research, theory and judgment of the researcher.
- **Constructing the Correlation Matrix:** The analytical process is based on a matrix of correlations between the variables. Valuable insights is gained...
from an examination of this matrix. For the factor analysis to be appropriate, the variables are then correlated.

- **Determining the Method of Factor Analysis:** Once it has been determined that factor analysis is indeed an appropriate technique for analyzing the data, an appropriate method is selected. The approach used to derive the weights or factor score coefficients differentiates the various methods of factor analysis. The two basic approaches are principal components analysis and common factor analysis. In principal component analysis, the total variance is the data considered. The diagonal of the correlation matrix consists of unities, and full variance is brought into the factor matrix. Principal components analysis is recommended when the primary concern is essentially to determine the minimum number of factors that will account for maximum variance in the data for use in subsequent multivariate analysis. The factors are called principal components. In common factor analysis, the factors are estimated based only on the common variance. Communalities are inserted in the diagonal of the correlation matrix. The method is appropriate when the primary concern is to identify the underlying dimensions and the common variance is of interest. This method is also known as principal axis available. Essentially, these include the methods of unweighted least squares generalized least squares, maximum likelihood, alpha method and alpha factoring.

- **Determining the Number of Factors:** It is possible to compute as many principal components as there are variables, but in doing so, no parsimony is gained. In order to summarize the information contained in the original variables, a smaller number of factors is extracted. The question is how many? Several procedures have been suggested for determining the number of factors. These include a priori determination and approaches based on eigenvalues, scree plots, percentage of variance accounted for, split half reliability and significance tests.

- **Rotating Factors:** An important output from factor analysis is the factor matrix also called factor pattern matrix. The factor matrix contains the coefficients used to express the standardized variables in terms of the factors. These coefficients or factor loadings, represent the correlations between the factors and the variables. A coefficient with a large absolute value indicates that the factor and the variable are closely related. The coefficients of the factor matrix can be used to interpret the factors. Although the initial or unrotated factor matrix indicated the relationship between the factors and individual variables, it seldom results in factors that can be interpreted, because the factors are correlated with many variables. Generally, through rotation, the factor matrix is transformed into a simpler one that is easier to interpret.
Calculating Factor Score: Following interpretation, factor scores are then calculated as required. Factor analysis thus, has its own stand-alone value. However, if the goal of factor analysis is to reduce the original set of variables to a marginal set of composite variables (factors) for use in subsequent multivariate analysis, it is useful to compute factor scores for each respondent. A factor is simply a linear combination of the original variables.

Incidentally, the final step in factor analysis, entails the determination of a model fit. A basic assumption underlying factor analysis is that the observed correlation between variables is attributed to common factors. Hence, the correlations between the variables could be deduced or reproduced from the estimated correlations between the variables and reproduced from the estimated correlations between the variables and the factors.

Basically, the differences between the observed correlations as estimated from the factor matrix and the reproduced correlations as estimated from the factor matrix, is examined to determine model fit. The main purpose of a discriminant function analysis is to predict group membership based on a linear combination of the predictor variables.

Essentially, the procedure is based on using a set of observations where both group membership and the values of the predictor variables are known. The end result of the procedure is a model that assigns cases into groups when the predictor variables are known. The second purpose of discriminant function analysis is an understanding of the data set. A thorough investigation of the resulting predicting model, ultimately gives an insight into the relationship between group membership and the variables used to predict group membership. The discriminant analysis model on the other hand involves linear combinations of the following form:

\[ D = b_0 + b_1X_1 + b_2X_2 + b_3X_3 + \ldots + b_kX_k \]

where

- \( D \) = discriminant scores
- \( b_s \) = discriminant coefficients or weights \( s = 0, 1, 2, 3, \ldots \)
- \( X_s \) = predictors or independent variables \( s = 1, 2, 3, \ldots \)

The coefficients, or weights \( (b_s) \), are estimated so that the groups differ as much as possible on the values of the discriminant function. This occurs when the ratio of between group sums of squares to within-group sum of squares for the discriminant scores is at a maximum. Any other linear combination of the predictors results in a smaller ratio. In a study attributed to Moroney (1968), this system is not dependent on simple averaging of
predictor variables, but applies weighting in the form of the coefficients \( (b_i) \) in order to obtain the maximum discriminant.

Generally, the data for a discriminant function analysis is not standardized prior to the start of the analysis. This is because the outcome of a discriminant function analysis is not affected in any important way by the scaling of individual variables (Manly, 1994). The assumptions in discriminant analysis are that each of the groups is a sample from a multivariate normal population and all of the populations have the same covariance matrix. The role of these assumptions and the statistics just described could be better understood by examining the procedure of discriminant analysis.

Evidently, eigenvalues are significant in a discriminant function analysis process as they reflect the ratio of importance of the dimensions which classify cases of the dependent variable. Additionally, there is one eigenvalue for each discriminant function. For two-group or simple Discriminant analysis, there is always one discriminant function and one eigenvalue, which accounts for 100% of the explained variance. For three groups or multiple discriminant analysis, the eigenvalues are two. Thus for \( n \) groups, there are \( n - 1 \) number of eigenvalues. The eigenvalues are determined by solving the equation:

\[
|W^{-1}A - \gamma I| = 0
\]

where the constant, \( \gamma \) is the eigenvalue, \( W \) is the within group sums of squares and cross products matrix. Given the random sample, \( x_{i1}, x_{i2}, \ldots, x_{in} \) of size \( n \), from a population with mean \( \mu_i \), \( i = 1, 2, \ldots, g \); \( g \) is the number of populations, and each \( x_{ij} \) is an observation vector of \( p \) components (number of variables).

The within group sums of squares and cross products matrix is expressed as

\[
W = \sum_{i=1}^{g} \sum_{j=1}^{n_i} (x_{ij} - \bar{x}_i)(x_{ij} - \bar{x}_i)'
\]  
where \( i = 1, 2, \ldots, g \) and \( j = 1, 2, \ldots, n_i \)

In addition, the between groups sums of squares and cross products (SSCP) matrix is given by the expression.

\[
A = \sum_{i=1}^{g} n_i x(\bar{x}_i - \bar{x})(\bar{x}_i - \bar{x})'
\]

The eigen analysis also produces an eigenvector that is associated with each eigenvalue.

The eigenvectors are determined by solving the equation

\[
(W^{-1}A - \gamma I)\hat{v}_i = 0; \; \gamma_i \text{is the eigenvalue corresponding to the } i^{th} \text{ canonical function, and } \hat{v}_i \text{ is the normalized eigenvector associated with the } i^{th}
\]
eigenvalue, \( W \) is the within-group SSCP matrix and \( A \) is the between-groups SSCP matrix. Each solution, yields its own \( \gamma \) and the set of \( \hat{v}_i \)'s corresponds to one discriminant function. Another significant statistic is the (Model) Wilks’ Lambda, \( \lambda \). It is used to test the significance of the discriminant function as a whole.

A significant lambda means one can reject the null hypothesis that the groups have the same mean discriminant function scores and conclude that, the model is significantly discriminating. Moreover, the (Variable) Wilks’ Lambda, \( \lambda \) is used to test which independent variable contributes significantly in the discriminant function. The smaller the variable Wilk’s lambda for an independent variable, the more that variable contributes to the discriminant function. Lambda varies from 0 to 1, with 0 meaning group means differ. Thus the variable differentiates the groups and 1 signifies that, all group means are the same. The F test of Wilks’s lambda shows which variables’ contributions are significant. Wilk’s Lambda follows the equation, \( \lambda = \frac{|W|}{|A + W|} \). Thus, the smaller the value of \( \lambda \) the greater the probability that the null hypothesis is rejected and vice versa. In assessing the statistical significance of the Wilks’ \( \lambda \), it is converted into an F-ratio using the transformation

\[
F = \left(1 - \frac{\lambda}{\hat{\lambda}}\right) \left(\frac{n_1 + n_2 - p - 1}{p}\right);
\]

where \( p \) is the number of variables for which the statistic is computed. Given that the null hypothesis is true, the F-ratio follows an F-distribution, with \( p \) and \( (n_1 + n_2 - p - 1) \) degrees of freedom.

Beyond factor analysis, subsequent analysis is done with the discriminant technique, using the desire for graduates to set up on their own or otherwise as the response variable whilst the factors are the independent variables. Expectedly, Financial Support and Internship placements have high discriminating ability between the three groups of graduates; namely, the groups that constitute the dependent variable set. These are the cohorts of graduates with the following responses; “yes”, “no” and “undecided” in reaction to the intrinsic desire to be trailblazers upon completion of their respective programmes of study.

**Findings**

**Table 1: Correlations among Variables**

<table>
<thead>
<tr>
<th>( x_2 )</th>
<th>( x_3 )</th>
<th>( x_4 )</th>
<th>( x_5 )</th>
<th>( x_6 )</th>
<th>( x_7 )</th>
<th>( x_8 )</th>
<th>( x_9 )</th>
<th>( x_{10} )</th>
</tr>
</thead>
</table>
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| $x_2$ Age Effect | 1.000 | -.137 | .096 | **.477** | -.152 | .088 | .027 | .104 | **-.493** |
| $x_3$ Gender Effect | 1.000 | .001 | **.430** | -.053 | **.792** | .229 | .156 | **-.271** |
| $x_4$ Financial Aid | 1.000 | .093 | .193 | .017 | **-.271** | **.797** | .080 |
| $x_5$ Family background | 1.000 | **.424** | -.063 | .193 | **.757** | **.865** |
| $x_6$ Place of usual internship | 1.000 | .134 | **.334** | .046 | **.353** |
| $x_7$ Work related concern | 1.000 | -.495 | -.073 | **.602** |
| $x_8$ Adequacy of classroom work | 1.000 | **.407** | **.751** |
| $x_9$ Technical Support | 1.000 | **.497** |

From Table 1 above, the assessment of the appropriateness of Factor analysis was done. The correlation matrix for the 9 job place variables were examined. Inspection of the correlation matrix revealed that 16 of the 45 correlations are significant at the 0.01 level of significance which provide an adequate basis for proceeding to an empirical examination of adequacy for factor analysis on both an overall basis and for each variable. Bolded values indicate correlation significant at the 0.01 significant level. Overall measure of sampling adequacy is 0.609. Bartlett Test of Sphericity is 948.9 and the significance is 0.000.

**Table 2:** Measures of Sampling Adequacy and Partial Correlations

<table>
<thead>
<tr>
<th>$x_2$ Age Effect</th>
<th>$x_3$ Gender Effect</th>
<th>$x_4$ Financial Aid</th>
<th>$x_5$ Family background</th>
<th>$x_6$ Place of usual internship</th>
<th>$x_7$ Work related concern</th>
<th>$x_8$ Adequacy of classroom work</th>
<th>$x_9$ Technical Support</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>.873</strong></td>
<td>.038</td>
<td>-.046</td>
<td>-.082</td>
<td>-.122</td>
<td>-.023</td>
<td>-.006</td>
<td>.124</td>
</tr>
<tr>
<td></td>
<td><strong>.630</strong></td>
<td>-.060</td>
<td>-.150</td>
<td>.049</td>
<td>-.157</td>
<td>-.792</td>
<td>.091</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>.527</strong></td>
<td>-.150</td>
<td>.090</td>
<td><strong>.607</strong></td>
<td>-.088</td>
<td><strong>.890</strong></td>
</tr>
</tbody>
</table>
In Table 2 above, the measures of sampling adequacy are on the diagonal whilst the partial correlations are in the off-diagonal. The Bartlett’s measure finds that the correlations, when taken collectively are significant at the 0.01 level. Evidently, this test only indicates the presence of non-zero correlations.

### Table 3: Results for the Extraction of Component Factor

<table>
<thead>
<tr>
<th>Component</th>
<th>Total</th>
<th>% of Variance</th>
<th>Cumulative %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.43</td>
<td>33.2</td>
<td>33.2</td>
</tr>
<tr>
<td>2</td>
<td>2.55</td>
<td>23.1</td>
<td>56.3</td>
</tr>
<tr>
<td>3</td>
<td>1.69</td>
<td>15.4</td>
<td>71.7</td>
</tr>
<tr>
<td>4</td>
<td>1.16</td>
<td>9.9</td>
<td>81.6</td>
</tr>
<tr>
<td>5</td>
<td>1.09</td>
<td>5.5</td>
<td>87.1</td>
</tr>
<tr>
<td>6</td>
<td>0.40</td>
<td>5.0</td>
<td>92.1</td>
</tr>
<tr>
<td>7</td>
<td>0.25</td>
<td>3.7</td>
<td>95.8</td>
</tr>
<tr>
<td>8</td>
<td>0.20</td>
<td>3.0</td>
<td>98.8</td>
</tr>
<tr>
<td>9</td>
<td>0.13</td>
<td>1.2</td>
<td>100.0</td>
</tr>
</tbody>
</table>

In Table 3 above, the eigen values results for extracting the component factors among the variables is shown. By applying the latent root criterion of retaining factor with eigen values greater than 1.0, five factors are retained. The five factors retained 87.1 percent of the variance of the 9 variables deemed sufficient in terms of total variance explained.

Combining all these criteria together leads to retaining five factors; Age, Gender, Financial Aid, Family Background and Internship Placement were used for further analysis. The further analysis involves these retained factors as predictors and the readiness for graduates to be self-employed or otherwise or undecided as the three response categorical groups.

Predictably, a correlation matrix of the data predictor factors shows that at 5% significant level only few pairs of independent variables correlated among themselves. The low correlation between the predictors suggests that multicollinearity is unlikely to be a problem. The Shapiro-Wilk test of Normality shows that most of the predictor variables exhibit normality at 5%. The Levene Statistic of Age is the least whilst that of Gender is the largest. A one way ANOVA test of equality of means of predictors in the groups suggests that at 5%, there is a significant differences between the means of Age, Gender, Financial aid, Family background and Internship Placement.

### Table 4: Wilks Lambda

<table>
<thead>
<tr>
<th>Test of Function(s)</th>
<th>Wilks' Lambda</th>
<th>Chi-square</th>
<th>Df</th>
<th>Sig.</th>
</tr>
</thead>
</table>
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The first two canonical discriminant functions were used in the analysis. To test the null hypothesis of equal group centroids, both functions were considered simultaneously. As shown in Table 4, the value of Wilk’s lambda for function 1 is 0.167. This transforms to a chi-square of 102.091, with 20 degrees of freedom, which is significant beyond 0.05 levels. Thus, the two functions together significantly discriminate among the three groups.

Table 5: Eigenvalue

<table>
<thead>
<tr>
<th>Function</th>
<th>Eigenvalue</th>
<th>% of Variance</th>
<th>Cumulative %</th>
<th>Canonical Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.819a</td>
<td>83.3</td>
<td>83.3</td>
<td>.859</td>
</tr>
<tr>
<td>2</td>
<td>.567a</td>
<td>16.7</td>
<td>100.0</td>
<td>.602</td>
</tr>
</tbody>
</table>

Since there are three groups, a maximum of two functions were extracted. The Eigenvalue associated with the first function is 2.819, and this function accounts for 83.3% of the explained variance as shown in Table 3. Because the Eigenvalue is large, the first function is more superior to the second function which accounts for only 16.7% of the variation with an Eigenvalue of 0.567. The standardized canonical function coefficients in the appendix Table A1 indicate a large coefficients for Age, Gender and Financial. Expectedly, all the standardized canonical discriminant function coefficients are positive. The unstandardized discriminant function coefficients in the model reveal the contributions of the predictors in the discrimination amongst the groups. Examining the standardized discriminant function coefficients for function 1, as evidently shown in the appendix Table A1, it is indicated that financial support has the largest discriminant coefficient with that of Gender being the least. Table A2 in the appendix shows the classification matrix or the prediction matrix. This contains the number of correctly classified and misclassified cases. The correctly classified cases appear on the diagonal. The classification results based on the analysis sample indicate that 84.6% in group 1 of the cases are correctly classified. When the classification analysis is conducted on the independent holdout sample; the result as indicated by the table shows that 75.0% of unselected original grouped cases in the same group are correctly classified. In the case of the validation sample, group 2 and 3 have 100% correctly classified cases. Evidently, from the analysis above and the unstandardized coefficients, the discriminant analysis model thus, becomes;

\[ D = -10.005 + 3.228 \text{Age} + 0.516 \text{Gender} + 1.459 \text{Family} + 3.523 \text{Internship} + 4.603 \text{Financial} \]
It must be noted however, that these cases are assigned to groups based on their discriminant scores and an appropriate decision rule based on the group centroids in appendix Table A3. The interpretation of the discriminant weights or coefficients is similar to what pertains in multiple regression analysis. The value of the coefficient for a particular predictor largely depends on the other predictors included in the discriminant function.

**Table A1:** Standardized coefficients

<table>
<thead>
<tr>
<th></th>
<th>Function</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>.516</td>
<td>.457</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>.134</td>
<td>.176</td>
<td></td>
</tr>
<tr>
<td>Financial</td>
<td>.657</td>
<td>-.358</td>
<td></td>
</tr>
<tr>
<td>Family</td>
<td>-.915</td>
<td>.113</td>
<td></td>
</tr>
<tr>
<td>Internship</td>
<td>1.185</td>
<td>-.164</td>
<td></td>
</tr>
</tbody>
</table>

**Table A2:** Classification Matrix

<table>
<thead>
<tr>
<th>Cases Selected</th>
<th>Original Count</th>
<th>Predicted Group Membership</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Cases Selected</td>
<td>Original Count</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>%</td>
<td></td>
<td>1</td>
<td>84.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Cases Not Selected</td>
<td>Original Count</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>%</td>
<td></td>
<td>1</td>
<td>75.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>.0</td>
</tr>
</tbody>
</table>

**Table A3**

<table>
<thead>
<tr>
<th>Group Centroids</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>
Conclusion
The Competency based curricula prominently dominate the programme landscape in most TVET institutions in Ghana, essentially to help graduates among other objectives, practically address problems in the economy particularly the high rate of unemployment. The analytical findings of the study revealed that Gender, Age, Financial Support, Family Background and Internship placements were the most dominant factors that influence the decision of graduates to become entrepreneurs or venture into some form of partnership or seek formal employment. The results also confirmed that a significant number of these graduates feel inadequate to establish their own businesses. It was also evident from the study that a greater segment of the graduate population who were competent enough to be trailblazers happen to come from the Fashion Design and Textile background, although all the respondents expressed the passionate desire to be employers in future and not job seekers. Financial Support and Internship placements have high discriminating ability between the three groups of students, namely; those who feel competent enough to be on their own immediately after school, the undecided cohort and those who do not have the conviction that they are competent enough to be on their own. In order to sufficiently address these inadequacies, the curricula of TVET training institutions should be enhanced to expose students to extensive entrepreneurial know-how skills to enable them build the needed capacity and self-confidence to establish their own setups and respond more promptly to emerging skills needs.
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